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Course Description

Causal questions are at heart of any economic decision problem. How can we evaluate a
marketing campaign? How efficient was a job training program? What is the economic
effect of a new law? What is the best hospital admission policy? Answers to these and many
other questions require careful use of experimental and observational data.

Current theoretical literature uses familiar concepts from causal inference and insights
from econometrics, statistics, computer science, and operations research. This combination
produced a new set of techniques that can be applied to familiar empirical problems. The
goal of this course is to introduce some of these methods in a user-friendly way. The principal
emphasis will be on algorithms themselves and the reasons why (and when) we should use
them instead of other, more standard techniques.

I want to stress that this is not an introductory applied course, there will be no time to
discuss basic econometric/statistic/probability concepts. Instead we will focus on current
(or recent) theoretical research. At the same time, some of these methods are already
widely used in companies like Google, Netflix, Facebook, and Amazon, so if you are focused
on a career in a data-driven company, this knowledge can be particularly useful. If you are
thinking about an academic career then knowing how to apply these techniques can be quite
advantageous (and, at a certain point in the future, even essential).

Prerequisites

You should read Imbens and Wooldridge [2009] and understand it (this requires certain
maturity in econometrics and statistics). The methods that we will discuss are built on the
results described in the paper. Home assignments will require modest programming skills
(writing shorts scripts in R).
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Course Objectives

By the end of the course, I expect students to have a good understanding of the current
theoretical literature (small subset), and the ways they can use the new methods in their
own applied work (both academic or industry related). A large part of the reading list
consists of the current working papers and recently published articles. The technical side of
these papers can be quite demanding, and it is not expected that the students will be able
to understand all the details of the papers fully. Instead, the focus will be on motivation
and practical implementation.

Course Structure

There will be ten lectures, three home assignments, and one final presentation. Home as-
signments will mainly ask you to replicate some of the analysis done in the paper (e.g., a
Monte-Carlo simulation). The final presentation will be focused either on theoretical papers
that were not discussed during the lectures or on the empirical applications. All assignments
can (and should) be done in groups. I will decide on the exact rules for the groups during
the first week of the class.

Preliminary

• New ways to deal with covariates: machine learning and double robustness (Cher-
nozhukov et al. [2016], Li et al. [2014]).

• Modern approach to a regression discontinuity analysis (Imbens and Wager [2017]).

• Alternative methods for panel data analysis: synthetic control, matrix completion
(Abadie et al. [2010], Brodersen et al. [2015], Athey et al. [2017]);

• From treatment effects to decisions: efficient policy learning (Athey and Wager [2017]);

• Combining different data sources: role of the surrogates (Athey et al. [2016])
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